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In this article, we present the potentials 
of Google Vision API-based networks for 
studying online images, covering three 
important modalities as part of a critical 
visual methodology: the content of the 
image itself, its specific ‘audiencing’ through 
web references (or image metadata), 
and the sites of image circulation. First, 
we conceptually and technically define 
different networks built upon computer 
vision features: image-label, image-web 
entities, and image-domain. Second, we 
present a research protocol diagram 
that illustrates how to build networks 
of images and respective descriptions 
or sites of circulation. Third, we discuss 
the potentialities of computer vision 
networks as a research device, stressing 
their data-relational (trans)formations and 
interpretative specifics. Three different case 
studies will be introduced as examples. 
In conclusion, we argue that such a visual 
methodology requires critical technical 
practices accounting for the multiple layers 
of technical mediation involved. 
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I ntrod u ction 

Discussing the potentials of digital methods for studying visual material, Gillian 

Rose (2016) highlights the embeddedness of images within digital infrastruc-

tures of image ‘audiencingʼ. Machines form part of this audience (Hoelzl & Marie, 

2015; Paglen, 2014; Rettberg, 2020). Organizing images in replicable, searchable, 

and spreadable formations, natively digital interactions present both an itera-

tive process and a distributed accomplishment (Hochman, 2014; Steyerl, 2009). 

The image no longer operates solely as an iconic object of representation but be-

comes reconfigured as a calculable surface within an ensemble of machine-learn-

ing techniques, ranking cultures, recommendation algorithms, and platform en-

vironments through which it is operationalized (Azar et al., 2021; MacKenzie & 

Munster, 2019; Rubinstein & Sluis, 2013). The dynamics that render images an-

alyzable are site-specific and informed by various digital records (e.g., hashtags, 

timestamps, links) (Gerlitz & Rieder, 2018). Consequently, natively digital im-

ages are always networked through platform-specific and web-native data, pro-

ducing enormous amounts of visual, textual, and numerical information ‘at scaleʼ 

(Manovich, 2020; Parikka & Dvořák, 2021).

This article enters the study of visual material using digital 

methods (Rogers, 2013), a networked approach to visual research (Colombo, 2018; 

Niederer & Colombo, 2019) and computer vision. So far, methods combining auto-

mated visual analysis with platform metadata have demonstrated the potentials 

of quali-quantitative approaches for understanding the interplay between the 

mailto:Elena.Pilipets@aau.at
mailto:beatrice.gobbo@polimi.it
mailto:teng.chao@uni-siegen.de
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narrative patterns of images and techniques of content distribution within and 

across different platform cultures of use (Niederer & Colombo, 2019). Examples 

include semantic mapping of cities (Ricci et al., 2017), studies of image circula-

tion (d’Andréa & Mintz, 2019), institutional communication (Omena & Granado, 

2020), and affective affordances of hashtag publics (Geboers & Van De Wiele, 

2020). The multiple features that can be automatically extracted from an image 

through computer vision —such as objects, faces, backgrounds— raise new ques-

tions of interpretability along with the need to shift between different scales of 

observation, reference, and comparison (Manovich, 2020). 

In this article, we further develop this analytical trajectory by 

repurposing Google Vision features as part of a critical visual methodology.1 We 

discuss (1) the content of the image itself, (2) its specific ‘audiencing’ through refer-

ences obtained from the web, and (3) the sites of image circulation (Rose, 2016). 

To this end, we conceptually and technically define three different networks: The 

image-label network enables the study of content and visual composition through 

literal annotations of the image itself; the image-web entity network positions the 

images in relation to web content, using Google’s ranking systems and Knowl-

edge Graph as a source to deliver web annotations; the image-domain network 

groups images in connection to web pages or uniform resource locators (URLs) 

that host fully (or partially) matching images. While acknowledging uncertainty in 

defining how Google Vision API assigns its different values, we discuss computer 

vision networks in their potential for situating natively digital images through 

their data-relational (trans)formations.

C h a racte r i z i ng  co m p u te r  vi s ion  n e twor k s

We refer to computer vision networks as a proposal inspired by the work of Donato 

Ricci, Gabriele Colombo, Axel Meunier, and Agata Brilli (2017) and further de-

veloped by Colombo (2018). Mapping the symbolic and material elements of the 

Parisian urban nature debate, the authors merged a collection of Twitter images 

linked by the keyword ‘natureʼ into a network using a web-based vision API (IMAG-

GA’s API). This work has inspired other scholars (Geboers & Van De Wiele, 2020; 

Mintz et al., 2019; Omena et al., 2020; Silva et al., 2018) in exploring a particular 

characteristic of computer vision: the labeling of visual content according to pre-

defined tags/labels provided by machine learning models. This feature converg-

es into what now is referred to as image-label networks, while other features are 

still understudied, such as detecting web entities or web pages with full matching 

images that respectively afford what we are calling computer vision image-web en-

tities and image-domain networks. These latter introduce novel articulations for 

the interpretation of online images, including their potential value for the stud-

ies of image circulation and image contextualization. In the following pages, we 

1 	  Gillian Rose (2016) 
proposes four modalities for in-
terpreting visual materials: sites 
of production, the image itself, its 
circulation, and its ‘audiencingʼ.
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conceptually and technically inform what computer vision networks are and what 

they are made of while introducing an open-source research software created to 

support Google Vision API. 

What networks are we talking about?
We refer to networks as a space of connections captured in and by digital records 

(see Venturini et al., 2015, 2019), yet responsive to “the technological processes 

inherent to the web environment and APIs in which and through which online com-

munication are structured, captured and merged with other records” (Omena, in 

press; see Gerlitz & Rieder, 2018). This latter situation refers to platform gram-

matization, which more specifically in this regard, reflects how digitally native 

images participate in and are mediated by technological infrastructures, while em-

bedded into cultures of use. It is crucial to distinguish between networks directly 

granted by data collection methods (using APIs, scraping, or crawling) and those 

built on top of web data and the use of a range of software (see Omena & Amaral, 

2019). The former is designed via ready-made files whereas the latter is constructed. 

For example, when directly granted by APIs, the studied network results from a 

good query design and the use of a web-based application for extracting data (e.g., 

YouTube Data Tools) from an API (e.g., YouTube Data API). The output file (e.g., 

graph dataset format, short for .GDF) feeds software (e.g., Gephi) to visualize and 

analyze the network (e.g., YouTube networks of channels’ connections). However, 

computer vision networks must be built; therefore, a longer list of practical tasks is 

required since data collection tools are unable to deliver ready-made files of image 

networks that one can easily download and visualize. The networks we are talking 

about are made of natively digital images that are reconstructed through comput-

er vision and by the choices that the researcher has to make along the process of 

curating, building, visualizing, and analyzing the network itself. We then under-

stand computer vision networks as an ensemble of computational mediums, data, 

methods, research, and technical practices orchestrated by the researcher(s). In 

one way or another these networks demand some mastery of technical knowledge 

and practices (imposing challenges from the methodological standpoint) while 

they introduce new forms and formats of understanding society and our everyday 

actions (see Venturini et al., 2019).

Understanding computer vision features 
Computer vision is the computer’s capacity to recognize visual features through 

algorithmic techniques, using these learnings to identify and classify objects and 

scenes (Szeliski, 2021). The computer vision community creates, trains, and tests 

machine learning models and neural networks to classify images, but the use of 

this technology is diverse and accommodates different purposes. To the market-
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place or government security services, it offers services such as content moder-

ation (e.g., by recognizing offensive or unwanted images or detecting racist and 

adult content), predictive analytics, or the controversial ability of face recognition. 

In social research, computer vision has been useful to diagnose gender bias and for 

the studies of visual misinformation or political ideology of images (see Garimella 

& Eckles, 2020; Schwemmer et al., 2020; Xi et al., 2020). In this paper, we intro-

duce the potentials of Google Vision API-based networks to study natively digital 

images. Next, we introduce Google Vision features in more detail, justifying the 

API’s usage and clarifying the role of networks as a research device.  

The API was launched in May 2017, offering several features of 

which we suggest using label detection and web entities and pages detection. In 

general, labels and web entities provide textual descriptions to images, while web 

pages describe where images are found. In detail, label detection provides both 

general and specific labels with confidence score and topicality rating afforded by 

machine learning models. Its level of specificity has proven to be the most detailed, 

when it comes to image classification, and in comparison to other APIs, namely 

IBM Watson and Microsoft Azure (Mintz et al., 2019; Silva et al., 2020). Google 

Vision also possesses features not found in other computer vision APIs: the detec-

tion of web entities and pages. This provides web content to an image, using the 

power of Google Image Search to “detect topical entities such as news, events, or 

celebrities within the image” (Google Cloud, 2017) and to find identical or similar 

images on a list of URLs or web pages.2 Page URL, page title, matching image 

URL are sources that supply web pages with full or partial matching images, while 

Google’s Knowledge Graph provides the information about or what defines a web 

entity (a person, a place, or a thing). The Knowledge Graph is “a system that under-

stands facts and information about entities from materials shared across the web, 

as well as from open source and licensed databases”, gathering over 500 billion 

facts about five billion entities (Sullivan, 2020). This tells us that web entities 

provide references to an image obtained from the web environment, which goes beyond 

the content of the image itself. We assume that the detection of web entities and 

pages may include Google’s ranking systems, license data, public sources, and 

factual information received directly from content owners. 

How can researchers access Google Vision features and practi-

cally use them? Over the years, Script files have been a crucial technical element 

to invoke computer vision APIs. These tools impose some technical challenges for 

social researchers, particularly for non-developers or coders. Against this back-

ground, we introduce Memespector Graphical User Interface (GUI) (Chao, 2021), 

a research software tool developed by one of the authors, which serves well the 

study of large image collections through the lens of computer vision. Memespector 

GUI builds on Bernhard Rieder’s original Memespector project (later expanded to 

2 	  Our experience in finding 
little explanatory documentation 
about Google Vision reflects 
a problem already flagged by 
Timnit Gebru and colleagues: 
the lack of proper documentation 
about data provenance and the 
creation and use of datasets in 
the machine learning community 
(Gebru et al., 2020).

https://github.com/bernorieder/memespector
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a Python script by André Mintz), by lowering the technical barriers to researchers 

easily invoking Google Vision API (as we will demonstrate later). 

Combining Google Vision features and images as networks 
In this section, we explain how Google Vision features are rearranged together 

with images as networks, presenting their potentiality for visual methodologies. 

Figure 1 shows a picture of the mosquito (Aedes aegypti) that transmits the Zika 

virus and the outputs of Google Vision to detect labels, web entities, and pages. 

When looking at the image containing the mosquito, the label feature renders back 

a literal description such as ‘insectʼ and ‘invertebrateʼ, but also less reliable at-

tempts like ‘orb weaver spiderʼ and ‘organismʼ. While labels do not allow users to 

go beyond the content that can be read through images, web entities, instead, are 

capable of describing the same image by recognizing it, for instance, as a ‘mosqui-

to-borne disease, the Zika virusʼ. These web entities are responsive to data pulled 

from pages where the mosquito image was found (Robinson, 2017) but also to 

the existing entities of Google Knowledge Graph. Therefore, web entities are tex-

tual descriptions rooted in web content and provided by the lens of Google Image 

Search’s ranking systems (Google Cloud, 2017; Robinson, 2017). Image descrip-

tion gains different meanings depending on what technological grammar is used. 

Labels are always accompanied by confidence score and ranked 

by topicality rating, informing the probability of the textual descriptions assigned 

to an image. As we see in Figure 1, the description of the mosquito image starts 

with generic labels arranged by topics that contain the highest confidence score, 

e.g., ‘insectʼ (0.9698934) and ‘mosquitoʼ (1,9772), moving to detailed classifica-

tion such as ‘arthropodʼ (0.800119) and ‘infectionʼ (0.4909). The factual or more 

contextualized descriptions provided by web entities allow different readings of 

the same visual content and can complement each other. 

Now, we look at the same image but paying attention to its sites 

of appearance by using web page detection, which provides a list of web pages or 

URLs in which fully (or partially) matched images are found. The feature offers a 

dynamic perspective on how images flow across platforms (URL) and which actors 

―link (sub) domains― engage with such visuality. For instance, the mosquito 

image has appeared in scientific journals (collections.plos.org), health clinics 

(tratamentoendometriose.com.br), news media (correiodoestado.com.br), social 

media and blogs (i.pinimg.com; 1.bp.blogspot.com).

In this understanding, we now present three types of networks 

built upon the outputs of Google Vision API for the detection of labels, web enti-

ties, and pages, corresponding to (1) image-label, (2) image-web entities, and (3) 

image-domain. These networks have two types of nodes (bipartite graphs): one 

being always the image, whereas the other stands for the vision API chosen feature.



label detection
insect (0.9698934),
invertebrate (0.91343164),
araneus (0.81052405),
arthropod (0.8004119),
orb weaver spider (0.78485054),
macro photography (0.7258529),
pest (0.70679486),
organism(0.6972677)

(GOOGLE) COMPUTER
VISION API

pages with full matching img

http://www.australiangeographic
.com.au/news/2010/12/trojan-ho
rse-mosquitoes-released-in-qld,
https://www.npr.org/tags/164614
943/mosquito-borne-illness,http
s://synbiobeta.com/oxitec-armin
g-insects-eliminate/,http://www.t
hingsgreen.com/blog/mosquito-

full matching img url

http://www.anamayaresort.com/w
p-content/uploads/2016/02/Aed
us-Mosquito.jpg,https://breyner.fr
/wp-content/uploads/2017/04/BR
EYNER-Nuisibles_Moustiques.jpg,
http://www.thingsgreen.com/uplo
ads/6/3/4/6/63462207/5983892_
fges/Aedes_aegypti.jpg,http://ww

web entities
Mosquito (1.9772),
Mosquito-borne disease (0.6913),
Yellow fever mosquito (0.5752),
Zika virus (0.5702),
Dengue (0.5553),
Virus (0.5098),
Infection (0.4909),
West Nile fever (0.4414)
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1. Networks of images and labels (image classification based on 

predefined/custom labels). Nodes are images and labels. Connections mean the 

occurrence of labels in relation to images.

2. Networks of images and web entities (image classification based 

on web content). Nodes are images and web entities. Connections mean the occur-

rence of web entities in relation to images.

3. Networks of images and sites of circulation across the web (refer-

ring to URLs or web pages in which images are found). Nodes are images and (sub) 

domains. Connections mean the occurrence of (sub) domains in relation to images.

Figure 2 illustrates how the three networks may look like (without 

the images), depicting the same collection of images (related to #microcephaly) that 

are interpreted differently according to Google Vision API technological grammar. 

A static perspective of the visual content follows the descriptive capacities of labels 

and web entities, while web page detection implies a dynamic perspective following 

the sites of image circulation. When reading a network of image descriptions, 

Figure 1: How does Google 
vision API see images? The 
outputs for label, web entities, 
and pages detection. Source: 
The authors.
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Figure 2: Three types of computer vision 
networks, three different perspectives 
for studying online images. Nodes are 
images (gray) and Google Vision features 
(orange). Source: The authors.
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general labels followed by more specific ones drive the position of the images. The 

spatialization of the network relates to what is in the image (label detection) or 

how the image is described and contextualized within the web environment and 

through Google’s lens (web entities detection). In the network, the position of the 

images highlights their literal or contextual descriptions unrelated to the idea of 

movement. In a network of image circulation (web page detection), node position 

is driven by the sites of image appearance; consequently, the interpretation of the 

images is not static but dynamic. These perspectives help the practice of reading 

computer vision networks, as we will demonstrate in the case studies. 

Th e  r e s e a rc h  p roto col  di ag ra m 

This section displays the methodological process for creating computer vision 

networks, emphasizing the transformations of images throughout this procedure. 

This digital methods approach requires researchers’ engagement with technical 

practices (design and implement research with these methods), inviting research-

ers to be acquainted with computational mediums in conceptual, technical, and 

empirical terms (Omena, in press). This includes a critical look at the platform 

hosting the analyzed images and an understanding of the chosen computer vision 

API and research software as mediums of “expressing a will and a means to know” 

(Rieder & Röhle, 2018, p. 123).

 The protocol diagram (Figure 3) exposes what it takes to build 

and interpret a computer vision network, considering its technical content that 

reflects situated online activity, thick layers of technical mediation, and researchers’ 

interventions. The protocol is meant to be a self-explanatory and self-sustainable 

visual tool highlighting both the dataset design and the visualization process 

(Mauri et al., 2020; Niederer & Colombo, 2019), also providing a dissemination 

artifact that allows replicating the same method for building other networks upon 

the features of different computer vision APIs. We call attention (see Figure 4) to 

the role of the researcher(s) whom, as we argue, should account for the content of 

the technical mediums, while engaging with technical practices. The five steps of 

the protocol will be introduced below.

The process starts with the art of querying (Figure 4), which refers 

to the researcher’s ability to make research questions through search queries 

(Rogers, 2019; Taibi et al., 2016), accounting for the formulation of specified (e.g., 

#femalepresentingnipples) or underspecified (e.g., #microcefalia; climate emer-

gency) queries to curate a list of image URLs as a point of departure. The choice 

of keywords matters as much as the knowledge required when using extraction 

software or a Python script to collect images from digital platforms. Researchers 

should recognize that these tools cannot perform alone, but are instead conditioned 

by their choices, decisions, and technical knowledge. 
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Once having the output file(s) of the extraction software in hand, 

it is crucial to see and verify what image metadata has to offer (e.g., engagement 

metrics, timestamp, username, URLs) and what can (later) serve as valuable analyt-

ical information. It is also advisable to download the images3 as soon as possible 

due to the short lifespan of image URLs (Figure 5). Here, the mask used to name 

the image files, e.g., to opt for *name*.*ext* (image id and .JPG), facilitates both the 

making of the network and the analysis. Researchers can opt to explore specific 

collections of images within a dataset by selecting images according to associ-

ated account profiles, link domains, engagement metrics, published time (date, 

month, or year), or computer vision outputs (e.g., labels or web entities).4 Addi-

tionally, when navigating the network visualization, the image filename (e.g., 

0a1781ec1998eedf38e9742acd185beb870e089e.jpg) is also useful to filter and 

analyze ego networks.

In the process of dataset design, the images must be organized in 

a file containing the selected images’URLs or a folder of images locally stored. The 

latter option is the most suitable for social media images, due to the short life of 

URLs. The images must be resized after downloaded.5 To gain access to a computer 

vision API, researchers need to sign up and get authentication keys6 (Figure5). 

Next, the folder of images located on the computer, or a text file containing image 

location (advisable for large datasets), is finally inserted into Memespector-GUI 

(Chao, 2021) to communicate and request information from the vision API. Alter-

natively, Python or PHP script files can also be used to invoke vision APIs. The 

researcher must be attentive to the script configuration file in use (config file), 

knowing how its operation meets the vision API features in order to take advan-

tage of both technical mediums.

With the outputs of the extraction software and the vision API, we 

reach the point of building and visualizing the network (Figure 6). Here, images 

acquire a new layer of meaning provided by the vision API, e.g., labels, web enti-

ties. We now can see and verify what the vision API metadata has to offer. When 

making a network, crucial decisions have to be made; researchers can assign or 

create node attributes, but for doing that they must spend some time exploring the 

dataset. Following this, tools like Table2Net (Jacomy, 2013) help in extracting a 

network from a comma-separated value file, converting it into a graph exchange 

XML format (.GEXF). This is where we should inform how connections are made 

between images and the Vision API features, including node attributes (numer-

ical or textual). 

A graph file format (GEXF or GDF) is required to visualize the 

network (Figure 6), which gains a shape through the work of a force-directed 

algorithm and life through its interpretation and results yet to come. The visual-

ization is mediated by Gephi (Bastian et al., 2009) ―or similar software― and 

4 	  The Offline Image Query 
and Extraction Tool can help in 
this task.

5 	  For instance, using https://
bulkresizephotos.com/pt
6 	  A tutorial to obtain a creden-
tial key file from Google Vision 
is available: https://github.com/
jason-chao/memespector-gui/
blob/master/doc/GetKeyFrom-
GoogleCloud.md

3 	  Using the browser plug-in 
DownThemAll! or the Firefox 
Adds-on Download All Images.

https://bulkresizephotos.com/pt
https://bulkresizephotos.com/pt
https://github.com/jason-chao/memespector-gui/blob/master/doc/GetKeyFromGoogleCloud.md
https://github.com/jason-chao/memespector-gui/blob/master/doc/GetKeyFromGoogleCloud.md
https://github.com/jason-chao/memespector-gui/blob/master/doc/GetKeyFromGoogleCloud.md
https://github.com/jason-chao/memespector-gui/blob/master/doc/GetKeyFromGoogleCloud.md
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ForceAtlas 2 (Jacomy et al., 2014) which has a specificity in its force-directed 

drawing, “placing each node depending on the other nodes. This process depends 

only on the connections between nodes” (Jacomy et al., 2014, p. 2). Eventual attri-

butes of nodes (what changes their size or color) are meaningless in the spatial-

ization of the network, although reflecting analytical decisions. What spatializes 

the nodes are the weighted connections (see Venturini et al., 2015), referring to 

the relational nature of platform data. 

In computer vision networks, nodes are spatialized according 

to how the computer vision feature is associated (or not) to an image. Here, 

researchers choose the eventual node attributes according to the character and 

features of the image collection and according to the research questions. To depict 

images, researchers can either install a Gephi plug-in (e.g., ImagePreview)7 or use 

a file script (e.g., image-network-plotter).8 To make the network easier to read, in 

Gephi the nodes with ineffective image descriptions may be removed, e.g., ‘productʼ. 

By acquiring another layer of meaning from Gephi and ForceAtlas 2, new arrange-

ments are imprinted in images. 

The analytical process is guided by visual network analysis (see 

Jacomy, 2021; Venturini et al., 2019). This technique draws our attention to the 

position, size, and color of nodes as key interpretative aspects, highlighting the 

relational nature of digital data in tandem with the technicity of the medium. At 

this stage, the intervention of the researcher(s) is crucial. Interpretation means to 

navigate back and forth between the Gephi overview/data laboratory and the web 

environment, between the spreadsheet and the big screen, while making anno-

tations in printed versions of the network or online whiteboards. A navigational 

procedure in the analysis is not required but mandatory.

When analyzing the network, researchers should recall where 

the images come from, what informs the position of nodes and their attributes, 

and the specificities of the vision API features. Here, the researcher knows that 

the final visual metaphor neither entirely represents the image dataset (extracted 

from a digital platform), nor entirely exposes the Vision API in its full potential. 

The network may reflect a second order of grammatization co-created with what 

the images represent (and associated metadata), the vision API, and research 

software outputs, yet mediated by the researcher intervention (Omena, in press). 

In the last step of the protocol (Figure 8), the visualization needs 

to be adequately presented and organized by adding the title and the key, and 

converting any previously handwritten annotations into digital format, taking 

into consideration how it will be experienced (printed or digital) and the research 

questions previously asked.

7 	 A plug-in for Gephi by the 
Yale Computer Graphics Group, 
available from https://gephi.org/
plugins/#/plugin/image-preview
8 	 A file script by André 
Mintz, available from https://
github.com/amintz/image-net-
work-plotter

https://github.com/amintz/image-network-plotter
https://github.com/amintz/image-network-plotter
https://github.com/amintz/image-network-plotter
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R e a di ng  n e twor k s  of  i m ag e s  b u i lt  u p on  G o o g l e  Vi s ion  AP  I

Image-Label Network: Image descriptions from its material content 
This case study addresses the spread of the Zika virus, which the World Health Or-

ganization declared a Public Health Emergency of International Concern (see Bar-

reto et al., 2016). This epidemiological scenario prompted warnings to pregnant 

women in Brazil and other several Latin American and Caribbean countries, rais-

ing questions of how families affected by the emerging Zika virus infection were 

coping with the situation. In this respect, we asked: How has the general public 

visually reacted to the Zika epidemic issue? What can the visualities associated to 

#microcefalia (microcephaly) tell about Brazilian families impacted by the virus? 

In figure 9, the image-label network gathers 10.797 images 

published by Instagram users between June 2012 and October 2017, who used 

the hashtag #microcefalia. The data was collected over seven months (from July 

2017 to January 2018), using Visual Tagnet Explorer to call the deprecated Insta-

gram Platform API with the query ‘microcefaliaʼ. The analyses were performed 

Figure 9: Image-Label Network 
of Microcephaly on Instagram. 
10.797 hashtagged images 
(#microcefalia) published be-
tween June 2012 and October 
2017. Source: The authors. Children, mothers,

and family

Food

The mosquito

Informative banners 
and scienti�c
information

Spokespersons

Bene�cent events
and charity
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in January 2018 when the platform registered a total number of 16,049 existing 

publications containing #microcefalia. The resulting network was then used for 

qualitative exploration (or relabeling) of the image clusters, allowing the interpre-

tation of how health issues are inscribed in Instagram.

The strength of the image-label approach lies in the capacity of 

exploring variously situated forms of visual expression engaged in the public nego-

tiation of the issue in question. As we can see in the case of the #microcefalia image-

label network (Figure 9), a group of images is placed together when they share the 

same or related labels, forming clusters that address different concerns with the 

Zika virus epidemic in Brazil (Figure 9). The imagery of #microcefalia on Insta-

gram associates with the everyday life of microcephalic kids. We see infants and 

their families engaging in social activities or physiotherapy sessions, illustra-

tive explanations of microcephaly congenital disabilities, including the image of 

the mosquito that transmits the virus. The hashtag-specific image content also 

exposes events, spokespersons, and food related to microcephaly.

Further explorations of the metadata connecting the images 

are also possible, e.g., images can be sized according to audience reactions (likes, 

comments) or the year/date of publication, guiding the interpretative process in 

a different way. When reading this type of network, it is crucial to keep in mind 

the vision API’s degree of specificity in labeling (questioning to what extent this 

can be useful) and the ethical issues that specific collections of images may raise.

Image-Web Entities Network: Image descriptions from web content 
Figure 10 zooms in 500 #femalepresentingnipples Tumblr images classified by 

Google Vision web entities. In this network, each visible web entity is connected to 

at least five images. The size of the image nodes corresponds to the total number 

of reblogs, comments, and likes or ‘notes’, highlighting memes that went viral on 

Tumblr in December 2018 (shortly after the platform announced its new porn-ban-

ning content policy). The data was retrieved with the Tumblr Tool (Rieder, 2015) 

through a series of time- and issue-specific hashtag queries, as part of a larger set 

of 15,158 images circulating in the wake of the Tumblr porn ban, over ten months 

(Pilipets et al., 2020; Pilipets & Paasonen, 2020). The focus on #femalepresent-

ingnipples was specified based on users’ memetic tactics of mocking Tumblr’s up-

dated community guidelines, which state that “Adult content primarily includes 

photos, videos, or GIFs that show real-life human genitals or female-presenting 

nipples, and any content —including photos, videos, GIFs and illustrations— that 

depicts sex acts” (Tumblr, 2018). Producing sarcastic commentary far beyond 

the platform itself, the #femalepresentingnipples hashtag involved a wide range 

of artistic, activist, and popular culture connotations that Figure 10 addresses in 

response to the following question: What can we learn about the memetic scenar-
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ios of Tumblr porn purge by looking at hashtag-specific user-generated content 

and its corresponding web references? 

The strength of the web entity approach to visual public contro-

versies, derives from the ability of Google Vision to utilize the open web for anno-

tating images according to the most common references that visually similar 

images are captioned with (Leetaru, 2019; Robinson, 2017).  The ‘Internet memeʼ 

cluster, for example, specifies memetic scenarios related to ‘free the nippleʼ move-

ment, Pikachu, Lisa Simpson, Harry Potter, The Office, and Star Wars, the latter 

prominently parodying Senator Amidala’s line “So this is how liberty dies” with 

over 3,000 notes (see Figures 10 and 12). By drawing recent information about 

the images from the web environment with the aid of metadata connected to the 

ranking of each page, this approach provides a web-driven contextual perspec-

tive, which is not necessarily informed in the image content itself, but outside of 

it. Web entities such as ‘Know Your Memeʼ or ‘Imgurʼ suggest a certain correla-

tion with the significance of the sites as memetic archives where the contents of 

popular memes and their web captions adapt in real-time to emerging events. The 

emphasis on the web environment of the image thus helps us to understand new 

frames of reference, in which artworks such as ‘Portrait of a Young Woman as 

Saint Agathaʼ or ‘Liberty Leading the Peopleʼ can be reembedded in a new context 

(e.g., ‘Tumblrʼ) and provided with new associations (‘female presenting nipplesʼ). 

Figure 10: Image-Web entities 
network: a zoom-in view fo-
cusing on the Internet meme 
cluster of 500 #femalepre-
sentingnipples images in the 
context of the Tumblr porn ban 
in December 2018. Source: 
The authors.
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On the one hand, this means that web entities allow researchers 

to grasp temporally situated transformations in the web-distributed topics and 

practices of contextualization that vernacular images, reaction GIFs, and Internet 

memes derive from. On the other hand, despite its affordances, the Google Vision 

API web entity feature adds some uncertainty in the process of interpretation, espe-

cially when it comes to the logic of content adaptation. As the relations of images, 

their textual captions, and matching image domains are constantly evolving, so 

do the annotations and the confidence scores provided by Google Vision API. In 

the process of network exploration, this requires paying attention to the less confi-

dent descriptions, since this is where contextual image modifications first register, 

each pointing to the temporal issue- and site-specific relevance of the images and 

their varying range of associations.

Image-Domain Network: The sites of image circulation across the web  
This case study served as a methodological tool for exploring networks of image 

circulation. Figure 11 illustrates the networks and how we can navigate them. 

The two rows depict the same image dataset, helping to situate the network in 

different environments; its exploration in Gephi interface (top), followed, and in 

Figure 11: Image-Domain 
network. From left to right, a 
zoom-in view focusing on: a 
general overview of the net-
work, dominant link domains 
(center of the network), the 
analysis of images that stick 
and flow out of web pages, ego 
networks to follow core actors, 
and associated visualities. 
Source: The authors.

Full image here

Full image here

Figure 12 (next page): Reading 
computer vision networks ac-
cording to type, how/what we 
see, and what we read. Source: 
The authors.
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parallel, by its exploration in PDF files (bottom). We see 992 images ranked by 

Google Image Search when searching for ‘climate emergencyʼ, reflecting the top 

100 images suggested by the search engine over the years (from 2008 to 2019). 

Google Image Extractor withdrew the image URLs from the search engine results 

and DownThemAll! facilitated the download of available images. In the network, 

nodes are top-level domains (pointing to where the images were found) and imag-

es (suggested by Google Image Search), connections indicating whether a given 

image was found in URLs. 

In the network overview (Figure 11a), the two rings around the 

main component reveal not fully matched images on the web (first ring) or images 

only found in specific URLs (second ring). We may ask what images (and domains) 

are these, or why they have not circulated elsewhere. Looking at the center of the 

network (Figure 11b), we find the domains (outlined in red) where most of the 

images related to climate emergency were found. Not unexpectedly, we see popular 

platforms (twimg.com, fbsbx.com, pinimg.com), sources of reputation information 

(wikimedia.org), and expert sources of information (blog spheres e.g., blogspot.com, 

wp.com). Results reflect Google’s ranking systems and search quality rater guide-

lines (Google User Content, 2020), also exposing the hierarchical structure of the 

web, which delivers content arranged in a particular order (see Berners-Lee, 1995; 

Jacomy, 2019): content known of all, known of amateurs and experts, forgotten 

(Jacomy, 2019). Here, social media and Wikipedia belong to the top layer. There-

fore, when reading networks of image circulation, researchers must understand 

that what they are seeing includes the layered structure of online connectivity 

through Google’s eyes.

This case study points towards three analytical strategies to 

explore sites of image circulation. First, to identify images that stick within or 

flow out of platforms by visually detecting a group of images that appear only 

in a domain. As we see in Figure 11c, diagrams and graphics appear only on 

secure.website, while a few images are found within this domain but also on Twitter 

and WordPress. The second technique consists of following core (or low profile) 

actors within the network, e.g., using Twitter’s neighbors (Figure 11d) as an infor-

mation resource for the analysis of both the images and associated actors. The third 

points to a qualitative analysis of one or more images associated with a group of 

link domains, revealing the type of visuality shared by specific actors, e.g., looking 

at images appearing in a cluster of local and international media.

The strength of the image-domain approach lies in the study of 

image circulation and actors to whom specific visualities matter. By considering 

the latter, the image-domain network sheds light on questions such as: What are 

the sites of image circulation (the sites hosting fully or partially matching images)? 

Who share the same or similar visual content? Which actors appear to be more 
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influential in terms of distributing images across the web? Which images tend 

to stick within and flow out of platforms?

Di s c u s s ion  a n d  conc l u s ion s

In this article, we presented the potentials of Google Vision API-based networks 

for studying online images, covering three important modalities, which are part 

of a critical visual methodology: the image itself, its specific ‘audiencing’ through 

references obtained from the web, and the sites of circulation (Rose, 2016). To 

this end, we defined (conceptually and technically) three types of computer vi-

sion networks (Figure 12) and presented a digital methods protocol (Figure 3) to 

build and interpret these networks. Drawing on the case studies, we identified the 

following points of departure for a critical understanding of Google Vision API-

based networks: (1) the composition of contents assembled within the image; (2) 

the references to an image obtained from web content; and (3) the web pages or 

URLs hosting fully matching visual objects. By allowing to shift between different 

perspectives on the same image dataset, each point of departure helps to address 

the multiplicity of natively digital images. The networks offer visual methodolo-

gies with new approaches to image analysis.

Networks of image description (arranged through Google Vision 

API label and web entities features) enable researchers to, respectively, make sense 

of literal and contextual descriptions of a collection of images. The former informs 

what is in the image; the latter provides images with web-driven annotations. In 

both types of networks, clusters of images sharing the same or similar content 

guide the process of interpretation. In networks of image circulation, researchers 

can explore clusters of images that relate to only one particular platform that appear 

across multiple sites (including mainstream platforms and news media websites) 

or individual images (outliers) that appear only in specific websites (Figure 12). 

This helps to detect which visual content sticks within and flows out of a given 

platform, opening further possibilities for qualitative analysis of visual vernacu-

lars (see Gibbs et al., 2015; Pearce et al., 2020).  

We argued that engaging with technical practices inherent to the 

digital methods approach, through the research diagram protocol, is an essential 

element of building and interpreting computer vision networks. Network interpre-

tation is informed by the art of querying platforms (resulting in a good collection of 

images), from what an image depicts to which interactions it involves, where the 

image is hosted (e.g., social media, search engines) and how it is rendered visible 

by the platform mechanisms (e.g., ranking systems). This points to three chal-

lenges when using computer vision networks for research purposes. First, since 

thick layers of technical mediation characterize the work with these networks, it 

requires certain proximity with software in its language, content, and performance 
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(see Omena, in press; Rieder, 2020). Second, researchers’ need to understand 

technical practices and the role of these practices, in order to successfully imple-

ment the methodology (see Figure 3). Third, understanding how images are rear-

ranged and modified in the process of analysis through different types of network 

design. Different features of computer vision APIs suggest different directions in 

the process of visual network exploration and analyses. 

This article opens up new opportunities for future research with 

computer vision-mediated visual methodologies, requiring sensitivity to what the 

machine perceives as relevant and how this relevance is co-constituted through 

both, the practice of digital methods, and the practices of image use on social media 

platforms and across the web.  -d
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